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The universal scaling between the average slow relaxation/transport and the average picosecond
rattling motion inside the cage of the first neighbors has been evidenced in a variety of numerical
simulations and experiments. Here, we first show that the scaling does not need information con-
cerning the arbitrarily-defined glass transition region and relies on a single characteristic length scale

a2
1/2

which is determined even far from that region. This prompts the definition of a novel reduced

rattling amplitude 〈̂u2〉1/2
which has been investigated by extensive molecular-dynamics simulations

addressing the slow relaxation, the diffusivity, and the fast cage-dynamics of both components of an
atomic binary mixture. States with different potential, density, and temperature are considered. It is
found that if two states exhibit coinciding incoherent van Hove function on the picosecond timescale,
the coincidence is observed at long times too, including the large-distance exponential decay—a sig-
nature of heterogeneous dynamics—observed when the relaxation is slow. A major result of the
present study is that the correlation plot between the diffusivity of the two components of the binary
mixtures and their respective reduced rattling amplitude collapse on the same master curve. This
holds true also for the structural relaxation of the two components and the unique master curve coin-
cides with the one of the average scaling. It is shown that the breakdown of the Stokes-Einstein law
exhibited by the distinct atomic species of the mixture and the monomers of a chain in a polymer
melt is predicted at the same reduced rattling amplitude. Finally, we evidence that the well-known
temperature/density thermodynamic scaling of the transport and the relaxation of the mixture is still
valid on the picosecond timescale of the rattling motion inside the cage. This provides a link between
the fast dynamics and the thermodynamic scaling of the slow dynamics. © 2013 American Institute
of Physics. [http://dx.doi.org/10.1063/1.4789943]

I. INTRODUCTION

Understanding the progressive solidification of a liquid
to get to the amorphous glassy state is a major scientific
challenge.1–4 On approaching the glass transition, particles
are trapped by the cage of the first neighbors more effectively
and the average escape time, i.e., the structural relaxation time
τα increases from a few picoseconds up to thousands of sec-
onds. The caged particles are not completely immobilized by
the surroundings but they wiggle with mean-square ampli-
tude 〈u2〉 on the picosecond time scale t�.5 Henceforth, 〈u2〉
will be referred to as short-time mean-square displacement
(ST-MSD). Despite the huge range of time scales older6 and
recent theoretical7–13 studies addressed the underlying rattling
process to understand the structural relaxation gaining support
from numerical13–23 and experimental works on glassforming
liquids13, 24, 65 and glasses10, 25–30 (for a review see Ref. 31).

In recent papers extensive molecular-dynamics (MD)
simulations evidencing the universal correlation between the
structural relaxation time τα and 〈u2〉 were reported.32, 33 The

a)Electronic mail: dino.leporini@df.unipi.it.

master curve is accounted for by the analytical form

τα = τ0 exp

(
a2

2〈u2〉 + σ 2
a2

8〈u2〉2

)
. (1)

a2 and σ 2
a2 are the average and the variance of the truncated

gaussian distribution of the square displacements to overcome
the energy barriers, respectively, with ratio (see the Appendix)

σa2

a2
= � = 2.015(1). (2)

In order to compare Eq. (1) with the available experimen-
tal data one needs suitable reduced ST-MSD. To this aim,
in Refs. 32 and 33, 〈u2〉 has been rescaled by its value 〈u2

g〉
at the glass transition (defined as the state where τα = 102 s
or alternatively the viscosity η = 1012 Pa s). This recasts
Eq. (1) in a universal form with only one adjustable parame-
ter, i.e., the conversion factor τCF to convert τ 0 in MD units
to the corresponding quantity in actual time units (if viscosity
data are used, the factor is named ηCF). The conversion fac-
tors little depend on the system (with the notable exception of
B2O3).32–34

Actually, if the scaling is genuine, instead of 〈u2
g〉1/2, any

other choice of the characteristic length scale, say λ, to define
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FIG. 1. Log-log (top) and log-linear (bottom) plots of the reduced relaxation
time and viscosity vs. the reduced cage-rattling amplitude. τCF and ηCF are
the conversion factors from the MD time or viscosity units to the actual units,
respectively. The two panels emphasize the fast (top) and the slow (bottom)
relaxation regimes. The numbers in parenthesis denote the fragility m. The
black curve is Eq. (3). The dashed curves bound the accuracy of the scaling.32

Experimental details are given elsewhere.35 For each glassformer a2 is drawn
by fitting Eq. (1) to the experimental data τα (or η) vs. 1/〈u2〉 with Eq. (2) as
constraint and considering τCF, or ηCF, as adjustable. The conversion factors
little depend on the system (with the notable exception of B2O3).32–34

the reduced ST-MSD 〈̂u2
i 〉 = 〈u2

i 〉/λ2 is acceptable and leads
to a universal curve. A convenient choice for both the exper-

imental and the numerical work is to set λ = a2
1/2

, a value
which is readily drawn by fitting Eq. (1) to the unscaled data
τα (or η) vs. 〈u2〉 with Eq. (2) as constraint, and no resort
to information on the glass transition (and even no need to
approach it). This recasts the master curve, Eq. (1), as

τα = τ0 exp

(
1

2

1

〈̂u2〉 + �2

8

1

〈̂u2〉2

)
(3)

in terms of the reduced ST-MSD:

〈̂u2〉 = 〈u2〉
a2

. (4)

All in all, the novel scaling procedure needs the adjustment
of two parameters, a2 and τCF (or ηCF), whereas the original
one sets λ = 〈u2

g〉1/2 and adjusts τCF (or ηCF) only.32, 33 The
master curve Eq. (3) fits with the existing experimental data
from supercooled liquids, polymers, ionic liquids, and metal-
lic glasses over about eighteen decades of relaxation times
and a very wide range of fragilities (Fig. 1). It is interesting to
note that since 〈u2

g〉 is largely uncorrelated with the fragility,33

the same applies to a2 due to their close relation.36

In addition to the above systems, the scaling has been
also evidenced in simulations of atomic liquids,33 antiplas-
ticized polymers,13 and colloidal gels, the latter being very
diluted systems.37 More recently, the influence of free vol-
ume and the proper time scales to observe the genuine fast
dynamics have been considered34, 35 as well as the breakdown
of the Stokes-Einstein (SE) law,38 the relation with the elastic
modulus,39 and the spatial extension of the involved particle
displacements at short-times.40 Simmons et al. derived an ex-
pression of the master curve between τα and ST-MSD with
three adjustable parameters accounting for the anisotropic na-
ture of particle localization.13 The latter master curve is com-
pared with Eq. (1) elsewhere.41 A related remark is given in
Sec. IV C 4.

Equations (1) and (3) provide a vivid, easy-to-grasp way
to convey the correlation between the picosecond and the ul-
traslow dynamics. However, more fundamental insight into
the scaling is provided by the incoherent, or self part, of the
van Hove function Gs(r, t).42, 43 The interpretation of Gs(r, t)
is direct. The product Gs(r, t) · 4πr2 dr is the probability that
the particle is at a distance between r and r + dr from the
initial position after a time t. In terms of the incoherent van
Hove function the scaling property is expressed by stating that
if two physical states, say X and Y, are characterized by the
same self part of the van Hove function Gs(r, t�) at the char-
acteristic rattling time t�, they also exhibit the same self part
of the van Hove function at long times44

G(X)
s (r, t�) = G(Y )

s (r, t�) ⇐⇒ G(X)
s (r, τα) = G(Y )

s (r, τα).
(5)

Equation (5) is by no means obvious and was shown
to hold even in the presence of very strong dynamical
heterogeneity4, 45 where both diffusive and jump-like dynam-
ics are observed in different spatial regions over times com-
parable with τα .44 In this respect, Eq. (5) supports previous
conclusions that the long-time dynamical heterogeneity is
predicted by the fast heterogeneities.19, 46

Recently, some of the present authors considered physi-
cal states of a polymer melt with marked dynamical hetero-
geneity and fulfilling Eq. (5), i.e., with equal τα .40 It was
found that the particles belonging to the “fast” and the “slow”
components of these states exhibit the same spatial correla-
tion of the displacements of their surroundings within both t�

and τα . This is a first piece of evidence that the correlation be-
tween the fast and the slow dynamics is not only observed in
terms of global averages but holds for specific dynamical sub-
sets too. The present paper is motivated by pursuing a better
understanding of this issue. To this aim, we consider the case
of the atomic binary mixtures where the two components of
atoms, say A and B, identify two distinct dynamical subsets in
a natural way. It is known that atomic binary mixtures comply
with the scaling between the average slow relaxation/transport
and the average picosecond rattling motion inside the cage of
the first neighbors.33

The paper is organized as follows. In Sec. II details about
the numerical simulations are given. In Sec. III the quanti-
ties of interest are defined. The results are presented and dis-
cussed in Sec. IV and the main conclusions are summarized in
Sec. V.
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II. NUMERICAL METHODS

An 80:20 binary mixture of Nbm = 1000 particles is con-
sidered. The two species are labelled A and B and particles
interact via the potential

Uq,p,α,β (r) = εα,β

q − p

[
p

(
σ ∗

α,β

r

)q

− q

(
σ ∗

α,β

r

)p]
+ Ucut ,

(6)
where σ ∗

α,β = 21/6σα,β is the position of the minimum of the
potential with depth εα, β . The value of the constant Ucut is
chosen to ensure Uq,p(r) = 0 at r ≥ rc = 2.5 σ . The well height
and the minimum of the potential depend on the interacting
species, being α, β ∈ A, B with σ AA = 1.0, σ AB = 0.8, σ BB

= 0.88, εAA = 1.0, εAB = 1.5, εBB = 0.5, and mA = mB = 1.
For a given pair (α, β), changing the parameters p and q does
not affect the position r = σ ∗

α,β or the depth εα, β of the po-
tential minimum but only the steepness of the repulsive and
the attractive wings. Note that setting q = 12 and p = 6 in
Eq. (6) and the above choices for σα,β and εα,β reduces
the model to the well-known Lennard-Jones Kob-Andersen
model.48–50 Using argon units for the A-particles, i.e., εAA/kB

= 119.8 K, σ AA = 0.3405 nm, mA = 6.6337 × 10−26 kg, the
time unit is τ ′

MD = (σ 2
AAmA/εAA)1/2 = 2.2 ps.51 The system

was equilibrated in the NTV ensemble and the production
runs were carried out in the NVE ensemble (NVT: constant
number of particles, volume and temperature; NVE: constant
number of particles, volume and energy). NTV runs using a
standard Nosé method.52 The “velocity verlet” integration al-
gorithm was used both in the NVE and NTV ensembles.53

We investigate states with different number density ρ,
temperature T, and interacting potential Uq,p, α,β(r), as spec-
ified by the (p, q) pair. For clarity reasons, the details about
the states, each denoted by the list (ρ, T, p, q), are given in the
captions of the figures.

III. VAN HOVE FUNCTION AND RELATED QUANTITIES

Our quantities of interest are strictly related to the self
part of the van Hove function Gs(r, t),43

Gs(r, t) = 1

N

〈
N∑

i=1

δ[r + ri(0) − ri(t)]

〉
, (7)

where r i(t) is the position of the ith particle at time t. In
isotropic liquids the van Hove function depends on the mod-
ulus r of r. The moments of Gs(r, t) are of interest

〈rn(t)〉 = 4π

∫ ∞

0
rnGs(r, t) r2dr (8)

or alternatively

〈rn(t)〉 = 1

N

∑
i

〈‖ri(t) − ri(0)‖n〉. (9)

For n = 2 one recovers the usual mean square displacement.
In the ballistic regime 〈r2(t)〉 = 3kBT/m t2, whereas at very
long times 〈r2(t)〉 = 6Dt, where D is the diffusion coefficient.

The spatial Fourier transform of the self part of the van
Hove function yields the self part of the intermediate scatter-

ing function (ISF)43

Fs(q, t) =
∫

Gs(r, t) exp(−iq · r) d r (10)

which in an isotropic liquid depends only on the modulus of
the wavevector q = ||q|| and is expressed as

Fs(q, t) = 1

N

〈
N∑
j

eiq·(rj (t)−rj (0))

〉
. (11)

ISF provides a convenient function to study the rearrange-
ments of the spatial structure of the fluid over the length scale
∼2π /q. We consider q values corresponding to the maxima
of the static structure factors of each component, SAA and
SBB. For A particles, 2π/q(A)

max ∼ 0.86σAA, i.e., we investi-
gate the cage of one A particle due to, mostly, other A par-
ticles. For B particles, 2π/q(B)

max is about the average BB in-
terparticle distance rBB ∼ 1.1σAA. We define the structural
relaxation times of the A and B components by the relation
Fs(q(i)

max, τα i) = 1/e with i = A, B.

FIG. 2. Self-part of the Van Hove function of the A particles Gs(r, t�) (top)
and Gs(r, ταA) (bottom) in selected states (ρ, T, p, q) (p and q are the char-
acteristic exponents of the potential Eq. (6)). Note that states with identi-
cal Gs(r, t�) have identical Gs(r, ταA), Eq. (5). The same correlation has
been noted in polymers.44 The clusters of states (ρ, T, p, q) are: C1 clus-
ter: (1.204,1.0,6, 12), (1.204, 0.5,5,8) with ταA  1.2; C2 cluster: (1.204,
0.6,6, 12), (1.125, 0.425, 6, 12) with ταA  4.7; C3 cluster: (1.125, 0.525,6,
12), (1.063,0.45,6, 12) with ταA  15; C4 cluster: (1.204,0.27,5,8), (1.204,
0.481,6,11) with ταA  62. (Inset): tails of Gs(r, t�) (top) and Gs(r, ταA) (bot-
tom). Note the developing exponential decay at large distances on increasing
ταA, a signature of dynamic heterogeneity.47 The exponential tail of Gs(r, t)
is observed at both short (t = t�, top panel) and long (t = t�, bottom panel)
times.
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IV. RESULTS AND DISCUSSION

A. Relaxation and transport

Figure 2 shows that the incoherent van Hove function
of the component A of the binary mixture fulfills Eq. (5),
namely, if two states exhibit coinciding incoherent van Hove
function on the picosecond timescale, the coincidence is ob-
served at long times too. In particular, the coincidence is
seen at large distances where the tails of both Gs(r, t�) and
Gs(r, ταA) decay exponentially in the case of slowly relaxing
states (see inset of Fig. 2). The fact that the tails of the dis-
tributions exhibit exponential, rather than Gaussian, decay is
considered a universal manifestation of the the coexistence of
slow and fast particles (dynamic heterogeneity4, 45).47 From
this respect, it is remarkable that the coincidence of the parti-
cle dynamics on the picosecond timescale ensures the coinci-
dence of the van Hove function Gs(r, ταA) at large distances
too, thus suggesting that long-time dynamic heterogeneity is
encoded at short times.19, 46 The issue will be discussed in
Secs. IV C 3 and IV C 4.

Figure 3 shows typical MSD and ISF curves of the A
and B particles. At very short times (ballistic regime) MSD
increases according to 〈r2(t)〉 ∼= (3kBT/m)t2 and ISF starts to
decay. The repeated collisions with the other particles slow
the displacement of the tagged one. At later times a quasi-
plateau region, also found in ISF, develops when the temper-

FIG. 3. (Top) MSD of the A (left) and B (right) particles in selected states
(ρ, T, p, q). (Inset) Plot of �(t) ≡ ∂log 〈r2(t)〉/∂log t. The minimum of �(t)
occurs at the time t�, a measure of the trapping time of the particle (t� is the
same for A and B particles within the errors). (Bottom) Corresponding ISF
functions. The qmax values for the particles A and the B are q

(A)
max ∼ 2π/σAA

and q
(B)
max ∼ 2π/rBB , where rBB is the average distance between B particles.

The plotted states have parameters ρ = 1.204, T = 0.45, 0, 48, 0.6, 0.7, 0.8,
1.0, 1.2, 1.5, 2.0, 3.0 (from the rightmost to the leftmost curve in each panel)
and Lennard-Jones interacting potential (Eq. (6) with p = 6, q = 12).

ature is lowered and/or the density increased. This signals the
increased stability of the structure on the length scale 2π /qmax.
For t � τα the structure relaxes and the subsequent motion is
diffusive, 〈r2(t)〉 = 6Dt with D the diffusion coefficient. A and
B particles exhibit distinct diffusion coefficients DA and DB,
respectively (DB > DA).

B. Heterogeneous dynamics

The states considered in Fig. 3 exhibit heterogeneous dy-
namics, i.e., a spatial distribution of mobility.4 The magnitude
of the deviation from the homogeneous dynamics is usually
quantified by the deviations from the gaussian character of the
displacement and is expressed by the non-gaussian parameter,

α2(t) = 3

5

〈r4(t)〉
〈r2(t)〉2

− 1. (12)

For gaussian variables α2 vanishes. Figure 4 plots the non-
gaussian parameter for all the states considered in Fig. 3.
Deviations from the gaussian behaviour, usually ascribed to
more prominent jump-like dynamics, first increase with time
and then decay in the diffusive gaussian regime, resulting in
a maximum αmax

2 . The smaller B particles exhibit stronger
heterogeneous dynamics than the A particles, suggesting that
they jump more easily. Non-gaussianity increases by decreas-
ing the temperature.

C. Scaling of relaxation and transport in terms
of the caged dynamics

1. Picosecond mean square displacement

In order to characterize the cage fast dynamics we con-
sider the MSD evaluated at a characteristic time scale t�

which is defined by the condition that the derivative �(t)
≡ ∂log 〈r2(t)〉/∂log t is minimum at t�, i.e., t� is the time when
MSD changes the concavity in the log-log plot.32, 33 t� is a
measure of the trapping time of the particle. In actual units it
corresponds to a few picoseconds. The plots of �(t) in Fig. 3
(inset) show that t� for the present binary mixtures increases
slightly with the structural relaxation time, while it was found
to be virtually constant in a polymer melt.33

10
-2

10
-1

10
0

10
1

10
2

10
3

10
4

t

0

1

2

3

4

α 2(t
)

A
B

FIG. 4. Non-gaussian parameter of the states in Fig. 3. Heterogeneous dy-
namics develops as time goes by and decays at long times in the diffu-
sive regime, resulting in a maximum value of the parameter αmax

2 . Non-
gaussianity increases by decreasing the temperature.
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FIG. 5. (Top) Correlation plot between the structural relaxation times, the
diffusivity (inset), and the picosecond MSD of the components A and B. The
dashed lines in the main panel are best-fits with Eq. (1) and parameters as
Table I. The dashed lines in the inset are (virtually linear) guides for the eyes.
(Bottom) Scaling of the master curves of the A and B components. The black
solid line is Eq. (3). The latter, as Eq. (1),32, 33 fails for τα � 1. The black solid
line in the inset is a (virtually linear) guide for the eyes. The plotted states are:
(i) all the states in Fig. 3; (ii) states with interacting potential U5, 8, α, β (r), ρ

= 1.204, T = 0.267, 0.270, 0.275, 0.350, 0.400, 0.450, 0.500, 0.600, 0.700,
0.800, 0.900, 1.000, 1.200, 1.500, 2.000, 3.000; (iii) states with LJ interacting
potential U6, 12, α, β (r), ρ = 1.125 with T = 0.350, 0.375, 0.425, 0.450, 0.475,
0.500, 0.525, 0.600, 0.700, 1.000, 2.000, 3.000 and ρ = 1.063 with T = 0.35,
0.4, 0.45, 0.5, 0.6, 0.7, 1.0, 2.0, 3.0.

We are now in a position to define the picosecond ST-
MSD as32, 33

〈u2〉 ≡ 〈r2(t = t�)〉. (13)

At high temperature the cage picture loses its signifi-
cance, as signaled by the disappearance of the inflection point
in the log-log plot of the MSD time-dependence (Fig. 3, in-
set). This limits the applicability range of both the definition
of 〈u2〉 and Eqs. (1) and (3).

2. Relaxation and transport

Figure 5 (top) shows the correlation plots of the ST-MSD
with both the structural relaxation time and the diffusion co-
efficient of both components of the binary mixture. The su-
perimposed master curves, which are fits with Eq. (1) with
parameters as in Table I, show that A and B subsets obey
Eq. (2). The master curves of the two components are col-
lapsed to a single master curve with distinct forms for τα

and D by considering the reduced ST-MSD 〈̂u2
i 〉, i = A, B,

Eq. (4). The master curve for τα is Eq. (3). Expectedly,
Eq. (3), as Eq. (1),32, 33 fails for τα � 1, since the cage

TABLE I. Parameters of Eq. (1) for the A and B particles of the binary
mixture of the present study (i = A, B) and the polymer melt characterized
previously (i = P).32, 33, 38–40, 44 Note that both the A and B subsets of the
mixture and the polymer obey Eq. (2).

a2
i σa2

i
σa2

i
/a2

i

A 0.1124 0.2264 2.014
B 0.1706 0.3438 2.015
P 0.1243 0.2506 2.016

picture loses its significance, as signaled by the disappear-
ance of the inflection point in the MSD vs. time log-log plot
(see Fig. 3).

Noticeably, it is found that within the errors√√√√a2
A

a2
B

= 0.811  σ ∗
AB

σ ∗
AA

, (14)

where σ ∗
αβ is the equilibrium distance between α and β par-

ticles, see Sec. II. More work is needed to put Eq. (14) on a
firmer ground. At this level, it is enough to note that the above
relation does not involve the length scale σ ∗

BB , most probably
due to the fact that the B particles are mostly surrounded by
A particles, as well as the ratio of the two energy scales po-
tentially involved, εAB/εAA = 1.5.

Interestingly, the scaling curves for the diffusion coeffi-
cients are virtually linear in 1/〈u2〉, i.e., log D ∝ 1/〈u2〉. A ten-
tative explanation relies on the finding that the deviation from
the linearity in Eq. (1) for τα increases with the dynamic het-
erogeneity (see Refs. 32 and 38 and Sec. IV C 3). In fact, the
latter affects the gaussian character of the displacement much
more effectively at time t ∼ τα than in the diffusive regime at
t � τα (see Fig. 4).

3. Heterogeneous dynamics

Figure 6 plots the maximum of the non-gaussian param-
eters of the two components, αmax

2A and αmax
2B , in terms of the

corresponding reduced ST-MSD 〈̂u2
A〉 and 〈̂u2

B〉. It is seen that

0 1 2 3 4
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A

FIG. 6. Scaling of the non-gaussian parameters of the components A and B

for all the states of Fig. 5 in terms of the reduced ST-MSD 〈̂u2
i 〉, i = A, B,

Eq. (4). The two dashed lines are parallel. The inset shows that parallelism is
lost by using the ST-MSD.
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if 〈̂u2
i 〉 is small, then: (i) the right-hand side of Eq. (3) re-

duces to the original form proposed long time ago8, 24 and
(ii) αmax

2 is small, i.e., the particle displacement is nearly
gaussian. It is also seen that α max

2 increases exponentially

with 〈̂u2
i 〉

−1
. The same conclusions were also drawn from a

model polymer system.32, 33 A brownian model of the cage
dynamics predicts a much weaker linear dependence between

α max
2 and 〈̂u2

i 〉
−1

.54

Notably, the slope of log α max
2 i vs. 〈̂u2

i 〉 is the same for A
and B particles, whereas this is not the case if one uses the ST-
MSD. This shows that the reduced ST-MSD removes part of
the differences concerning the dynamical heterogeneity of the
two kind of particles (see inset of Fig. 6). This aspect is further
investigated in Subsection IV C 4 devoted to the breakdown
of the Stokes-Einstein law.

4. Stokes-Einstein law

We focus on the SE law which for a sphere with radius a
and stick boundary conditions reads

D = kBT /(6π a η), (15)

where D, kB, T are the translational diffusion coefficient,
Boltzmann’s constant, and temperature, respectively. We as-
sume τα ∝ η/T in accordance with numerical results56 and
experiments on glassforming systems57 and study the prod-
uct Dτα for each component of the mixture. The results,
which are shown in Fig. 7, provide evidence that in the
highly fluid states (small α max

2 and reduced ST-MSD val-
ues) the product D τα is—as predicted by the SE law56, 57—
nearly constant, whereas for highly viscous states the mobil-
ity is higher than expected from the SE law due to dynami-
cal heterogeneity.4, 45, 58 Notice that the SE breakdown occurs
when the second term on the right hand side of Eq. (3) be-
comes larger than the first term.

States with equal αmax
2 or reduced ST-MSD exhibit nearly

equal values of the product D τα within the errors suggesting
that both quantities (namely αmax

2 and reduced ST-MSD) can
be equally used to check the SE validity. Even if this is well-
known for αmax

2 which is associated to the long-time dynam-
ics, it is by no means obvious for the reduced ST-MSD which
is evaluated at t�, corresponding to a few picoseconds. The
finding supports previous conclusions that the long-time dy-
namical heterogeneity is predicted by the fast dynamics.19, 46

We now discuss the characteristic value of the reduced
ST-MSD where the SE law breaks down. Figure 7 shows that
the SE fails if

1/
〈̂
u2

i

〉
> 1.9(1), i = A,B, P (16)

for both the atomic mixture (i = A, B) and a model polymer
system (i = P).38, 55 Differently, the values of the non-gaussian
parameter marking the onset of the SE violation of the A and
B particles are somewhat different. By combining Eq. (16)
with Eq. (2), one finds that SE is violated if ST-MSD obeys
the inequality 〈

u2
i

〉
� 0.26 σa2

i
, i = A,B, P. (17)
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FIG. 7. The product Di τα i vs. αmax
2 i (top panel) and the reduced ST-MSD

〈̂u2
i 〉 (bottom panel), i = A, B for all the states of Fig. 5. The onset of the SE

violation for 1/〈̂u2
i 〉 > 1.9(1) is indicated with the full vertical lines (uncer-

tainty marked by dashed lines). Notice that the SE breakdown occurs when
the second term on the rhs of Eq. (3) becomes larger than the first term. The

bottom panel also plots the quantity DPM τα P vs. 〈̂u2
P 〉 (empty triangles), re-

ferring to a model polymer system with chain length M, and shows that the
SE breakdown occurs at the same point.38, 55

Notably, the same inequality holds in two systems as differ-
ent as an atomic mixture and a polymer melt. The inequality
shows that SE is violated if the picosecond mean square dis-
placement of the trapped monomer is smaller than the breadth
of the distribution of the square displacements to get away
from the cage of the first-neighbors. As a consequence, one
anticipates that the distribution of the escape rates widens
by decreasing 〈u2〉, i.e., increasing τα , thus yielding the co-
existence of trapped and mobile particles, i.e., the dynamic
heterogeneity.4, 45, 58

If inequality (16) holds, the SE law fails (Fig. 7) and
the dynamic heterogeneity is apparent (Fig. 6). In this case
the second term on the rhs of Eq. (3) becomes larger than the
first term (they are equal if 1/〈̂u2

i 〉 = 1). The fact that Eq. (3)
predicts a crossover from a dynamically homogeneous
regime, where ln τα ∝ 1/〈̂u2〉, to a heterogeneous one, where

ln τα ∝ 1/〈̂u2〉2
is a distinctive feature of our model. Differ-

ently, in the localization model by Simmons et al. the master
curve takes the form13

τα = τ0 exp
[(

u2
0

/〈u2〉)α/2]
, (18)
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where τ 0, u0, and α are system-dependent adjustable param-
eters (α ∼ 3 − 5). On cooling from equilibrium to deeply su-
percooled states, 〈u2〉 decreases. However, Eq. (18) does not
exhibit in a natural way either a crossover from a dynami-
cally homogeneous regime to a heterogeneous one or other
signatures of the increasing role played by the dynamic het-
erogeneity.

As a final remark, we note that the SE breakdown occurs
at τα ∼ 10–20 in MD units, corresponding to ∼20–40 ps, i.e.,
at much shorter relaxation times than the real systems where
it occurs in the nanosecond range.45 This fact was already
noted.59

5. Thermodynamics scaling

In recent years much effort has been devoted to inves-
tigate the phenomenon of the glass transition by using the
hydrostatic pressure as an experimental variable in addition
to the temperature (for a review see Ref. 60). Several studies
reported that the structural relaxation time, as well as other
quantities like the diffusion coefficient, can be expressed as a
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FIG. 8. Thermodynamic scaling of ST-MSD (top), structural relaxation time
(middle), and diffusion coefficient (bottom) of the A component of all the
states of Fig. 5 with Lennard-Jones potential. γ = 5.1. The continuous line
in the top panel is a polynomial best-fit function. The latter is combined with

Eq. (1) with a2
A and σa2

A
as in Table I to lead, with no adjustable parameters,

to the continuous line in the middle panel. It is known that Eq. (1) fails for
τα � 1.32, 33 The dashed line in the bottom panel is a guide for the eyes.

function of the reduced quantity ργ /T, e.g., τα = �τα
(ργ /T ),

where γ and � are material-specific and �X depends on the
specific dynamic process X too.60 This scaling procedure
of relaxation times is often referred to as “thermodynamic
scaling.”

Figure 8 shows that the thermodynamic scaling holds for
both the structural relaxation and the diffusivity, as already
known for binary mixtures.61, 62 In addition, Fig. 8 (top) shows
that the thermodynamic scaling holds for ST-MSD as in ionic
liquids63 and polymers.64

The thermodynamic scaling of the structural relaxation
is related to the scaling of ST-MSD. To show that, we fit the
curve 〈u2

A〉1/2 vs. ργ /T in Fig. 8 (top) with a polynomial. The

best-fit curve is used as input in Eq. (1) with a2
A and σa2

A
as

in Table I to get an expression, with no adjustable parame-
ter, of the master curve τα vs. ργ /T. The result is shown in
Fig. 8 (middle) and proves that the picosecond dy-
namics offers a route to interpret the thermodynamics
scaling. The deviations of the master curve from the results
concerning the fast-relaxing states are ascribed to the failure
of Eq. (1) for relaxation times shorter than 1.32, 33

V. CONCLUSIONS

In this article we have studied by means of extensive
molecular-dynamics simulations the slow relaxation, the dif-
fusivity, and the fast cage-dynamics of both components of
a class of atomic binary mixtures with different interaction
potentials. We find, as formerly observed in polymer melts,
that the scaling between the slow relaxation/transport and the
picosecond rattling motion inside the cage of the first neigh-
bors for both components of particles is a manifestation of
a non-trivial property of the incoherent van Hove function,
namely that if two states exhibit coinciding incoherent van
Hove function on the picosecond timescale, the coincidence
is observed at long times too. To emphasize that the scal-
ing is not related to the properties of the system close to
the glass transition, we propose a novel alternative expres-
sion of the reduced ST-MSD 〈̂u2〉, with respect to the origi-
nal formulation using the ST-MSD at the glass transition. A
major result of the present study is that the correlation plot
between the diffusivity of the two components of the binary
mixtures and their respective reduced ST-MSD, collapse on
the same master curve (Fig. 5). This holds true also for the
structural relaxation of the two components and the unique
master curve coincides with the one of the average scaling
Eq. (3). We evidenced, as a further example of the predic-
tive strength of the reduced ST-MSD 〈̂u2〉, that the break-
down of the Stokes-Einstein law exhibited by the distinct
atomic species of the mixture and the monomers of a chain
in a polymer melt occurs at the same 〈̂u2〉 value. Finally, we
find that ST-MSD exhibits the temperature-density thermo-
dynamic scaling. This result: (i) provides a way, in combi-
nation with the scaling between the slow relaxation/transport
and ST-MSD, to account for the thermodynamic scaling of
both the transport and the relaxation of the mixture; (ii) sug-
gests that the thermodynamic scaling is rooted in the fast
dynamics.
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Note added in proof: Very recently Eq. (1) led to consis-
tent results when tested on ultrastable glasses with structural
relaxation times which are 1024 times the value for the ordi-
nary glass.66
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APPENDIX: DETAILS ABOUT EQ. (1)

Equation (1) generalizes previous results by Hall and
Wolynes relating the structural relaxation time and ST-MSD8

τ (HW )
α (a2) ∝ exp

(
a2

2〈u2〉
)

, (A1)

where a is the displacement to reach the transition state. It is
natural to take that the variable a is distributed. In particular,
we assume that p(a2) has a truncated gaussian form32, 33

p(a2) =
⎧⎨⎩A exp

(
− (a2−a2)2

2σ 2
a2

)
, if a > amin,

0, otherwise,
(A2)

where A is the normalization and a2
min is the minimum square

displacement to reach the transition state. A convenient choice
is a2

min = 0.33 By defining

τα =
∫ ∞

0
da2p(a2) τ (HW )

α (a2) (A3)

one recovers Eq. (1).33

Extensive numerical simulations of a model polymer sys-
tem yield the following best-fit values of the parameters τ 0,
a2, and σ 2

a2 of Eq. (1) in MD units32, 33

τ0 = 0.377, (A4)

a2 = 0.124, (A5)

σa2 = 0.251, (A6)

leading to Eq. (2).
It must be pointed out that a2 and σ 2

a2 do not coincide with
the average E[a2] and the variance V ar[a2] of the distribution
p(a2), respectively. This is due to the truncation and the fact
that the best-fit values of a2 and σa2 are comparable. One finds

E[a2] = 0.252, (A7)

√
V ar[a2] = 0.175. (A8)

We now show that E[a2] and V ar[a2] do not rely largely on
the form of p(a2) Eq. (A2) and the numerical simulations. To
this aim, we consider a toy model of the barrier crossing in

FIG. 9. Toy model of the barrier crossing in a liquid. The grey particle over-
comes the barrier due to the blue particles by displacing them along the line
joining their centers and reaching the transition point (red dot). Initially, the
blue particles are at distance 2x apart from each other and the grey particle is
at distance a from the transition point. All the particles have unit diameter.

a liquid. Let us refer to Fig. 9. The grey particle, with unit
diameter, initially touches two other particles spaced by 2x.
To proceed, the grey particle must overcome the barrier due
to the two particles. It must displace a to reach the transition
point located on the line joining the centers of the two other
particles. The latter, due to the motion of the grey particle,
are pushed aside and move along the line joining their ini-
tial positions. Assuming that the a-distribution is flat between
0 ≤ a ≤ √

1 − x2 one finds

E�[a2](x) = (1 − x2)/3, (A9)

√
V ar�[a2](x) = 2

√
5(1 − x2)/15. (A10)

If the blue spheres are initially at the equilibrium distance of
the A particles (x = 1/2 σ ∗

AA = 0.56), one yields

E�[a2](0.56) = 0.229, (A11)

√
V ar�[a2](0.56) = 0.205. (A12)

The above quantities differ from Eqs. (A7) and (A8) by an
error of about 9% and 17%, respectively. Since the model is
extremely rough, much more insight into the process leading
to the barrier crossing is needed to reach a quantitative under-
standing of E[a2] and V ar[a2].
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